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Agenda

ÅWhy invoke Model-Based Systems Engineering?

ÅWhat is Model-Based Systems Engineering?

ÅWhat we did on the Surrogate SATCOM IRaD

ÅWhat should you do?
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The Perception?

ñProcess is not the enemy ï

bad process is.ò

ïToward Agile Systems 

Engineering Processes, 

Turner, CrossTalk April 2007)
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Practicality Neednôt Be Cumbersome

http://www.crosstalkonline.org/storage/issue-archives/2007/200704/200704-0-Issue.pdf


Why

ÅSystems Engineering V Model
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Why (cont.)

ÅCommunication

ïCommon understanding

ÅWhat the system is supposed to do

ÅWhat the system parts are called 

ïNormalized terminology

ÅHow the system is configured

ïDefine subsystems and components

ïIdentify interfaces

ïLogical and Physical

ÅCoordination

ïMultiple engineering efforts

ÅWhoôs developing which parts of the system

ïAccommodate changes
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Effective Development is the Goal

Collaboration

Coordination

Communication



Why (cont.)

ÅCollaboration

ïDevelop models

ÅRequirements: CONOPS, COIs, Missions, etc.

ÅArchitecture: OV1, Block Diagrams, Data Flows, Drawings, etc.

ÅOperation: Mock-ups, Test and Demo plans, etc.

ïFrom different points of view

ÅBusiness Development

ÅHardware

ÅSoftware

ÅCybersecurity

ÅTest

ÅDeployment

ÅSustainments, Logistics, Operations and Maintenance
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We see things differently

Collaboration

Coordination

Communication



What

ÅModel-based systems engineering (MBSE) is the formalized 
application of modeling to support system requirements, design, 
analysis, verification and validation activities beginning in the 
conceptual design phase and continuing throughout development and 
later life cycle phases

ÅA model is an approximation, representation, or idealization of 
selected aspects of the structure, behavior, operation, or other 
characteristics of a real-world process, concept, or system, i.e. an 
abstraction

ÅA model usually offers different views in order to serve different 
purposes

ïA view is a representation of a system from the perspective of related concerns or 
issues
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What ïModel Examples

ÅVideo games

ÅWeather maps

ÅSchedules

ÅSimulators

ÅTest Configurations

8



What ïView Examples

ÅHardware

ÅSoftware

ÅSystem

ïLogical

ïPhysical

ïOperational
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Data Link Processor
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Services
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FalconView
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EDGE TEXT MSGS +

EDGE MISSION MSGS +

EDGE IMAGE MSGS + 

EDGE NAV MSGS +

EDGE STAT & CFG MSGS

STATION TEXT MSGS +

STATION MISSION MSGS +

STATION IMAGE MSGS +

STATION NAV MSGS +

STATION FUEL MSGS +

STATION STAT & CFG MSGS +

STATION TGT SORT MSGS

MAP COMMANDS + 

DRAWING COMMANDS + 

SIMULATED USER INPUT

Tactical Data Processor
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J-SERIES MSG + 

K-SERIES MSG

EDGE FUEL MSGS +

EDGE TGT SORT MSGS
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MANAGEMENT MSG

MANAGEMENT

MSG

RC ICD

STATUS MSG

RC ICD

CONFIG MSG

SCNS 

Processor
5

NAV DATA

ImagesIMAGE IMAGE

Mission Planner
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PLATFORM TYPE



How

ÅOperational

ïCONOPS, Missions

ïCOIs, MOEs, MOPs

ïOV1

ïRequirements

ïTest and Demo Plans

ÅFunctional

ïDecomposition

ïData Flow Diagrams

ïUse Cases

ÅLogical

ïContext Diagrams

ïArchitecture Block Diagram

ïInterconnect Diagrams

ïArchitecture Flow Diagrams

ÅPhysical

ïProduct Entity Diagram

ïDrawings

ïEquipment Configuration Diagrams

ïChecklists
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Capture the Thinking



How ïOperational

ÅCONOPS, Missions

ÅCOIs, MOEs, MOPs

ÅOV1

ÅRequirements

ÅTest and Demo Plans
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ID COI MOE MOP

1

Need to increase cropyield for 

amount of time and material 

used

1.1
Crop yields compared to historical 

yields under similar conditions

1.1.1 Annual crop yield

1.1.2 Cost of soil amendments

1.1.3 Time (hours) to manage irrigation

2

Need to minimize change 

impact on the host irrigation

system

2.1 Percentage change in operability

2.1.1
Percentage change to physical 

interfaces

2.1.2 Percentage change to user interfaces

2.1.3 Percentage change to user instructions

2.2 Percentage change in componentry

2.2.1 Numberof new parts

2.2.2 Number of replaced parts

2.2.3 Numberof discarded part

CONCEPT FOR THE PROPOSED SYSTEM
The RSMS is a hardware and software solution applied to an existing irrigation system to monitor soil 

conditions and control the application of water-based soil amendments according to a tailorable 

parametric model. The RSMS can be configured to accommodate present and short-term forecast 

weather conditions. The human-system interface (HSI) provides access to the monitoring and control 

functions, and allows the user to tailor the parameters of the heuristic model to best suit on-going local 

conditions. Sensors are hot-swappable, are easily moved, and operate wirelessly. 

Objective 3.2 Demonstrate exchange of data from ground sensor to central control station via the sensor network. 

Entry Criteria 

Scenario dry run completed. 

Transmission load simulator calibrated. 

Test readiness reviewed and approved. 

Exit Criteria 
Data transmitted from sensor, data received at central control station for post-processing and verified 
by test engineer 

Test Scenarios 

È General: Sensor data transmission, single channel 

È Scenario 1: 25 kHz Tx in sensor network 

È Scenario 2: 5 kHz  Tx in sensor network 

Test Output Data 
Sensor data logged by central control station. 

System configuration files. 

Data Analysis 

Message latency: Determine average elapsed time between transmission of sensor data from the 
source sensor and receipt of the sensor data at the central control station. 

Message quality: Sensor data transmitted matches data received. 

 



How ïFunctional 

ÅDecomposition

ÅData Flow Diagrams

ÅUse Cases
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How ïLogical

ÅContext Diagrams

ÅArchitecture Block Diagram

ÅArchitecture Flow Diagrams

ÅInterconnect Diagrams
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Remote Soil Management System (1.0)
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How ïPhysical

ÅProduct Entity Diagram

ÅDrawings

ÅEquipment Configuration Diagrams

ÅChecklists

Remote Soil Management System (1.0)
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Equipment Purpose 
Quantity Per Site 

Lab Flight 

Unit under test equipment 

Main Processor General system processors 1 1 

Main software General system functionality 1 1 

Radio Over-the-air connectivity and message processing 1 1 

Antenna Over-the-air connectivity - 1 

Channel Control processor Configuration and control of the airborne radios and network 1 1 

System Control processor Configuration and control of the airborne system 1 1 

Payload Control KVM User interface to the channel and system controllers 1 1 

Payload Control software Payload Control functionality 1 1 

Power Converter (270V) Converts input power to 270 VDC 1 1 

Power Converter (28V) Converts input power to 28 VDC 1 1 

Power Distribution Unit Distributes power to DSS hardware components 1 1 

Processor rack Houses the DSS airborne B-kit equipment - 1 

Cables Provide connections among hardware X X 

Test equipment 

Aircraft Platform for the Airborne Segment - 1 

Radio Users on the network 2 2 

Remote Payload Controller 
processor 

Host of the Remote Payload Controller (software) 1 1 

 



Test

Production

Tie It All Together
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Questions
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Actions for Success

ÇDocument and review the system development plan

o SEMP or SEIT Plan (what, who, when)

ÇDocument and review system operational concepts

o CONOPS

o Missions

o OV1s

o COIs, MOEs, MOPs

Ç Identify, document, and review operational requirements

ÇDescribe, document, and review the system functionally

o Functional Decomposition

o Data Flow Diagrams

o Use Cases

Ç Identify, document, and review system requirements
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Actions for Success (cont.)

ÇDescribe, document, and review the system at the logical level

o Context Diagrams

o Architecture Block Diagrams

o Interconnect Diagrams

o Architecture Flow Diagrams

ÇDescribe, document, and review the system physically

o Product Entity Diagrams

o Drawings

o Equipment Configuration Diagrams

ÇDocument and review system test and demo plans and procedures

ÇCreate and use checklists
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